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PROBABILISTIC FUZZY (PF) MODELS

In this lecture we take a look at possibilities to combine probabilistic and fuzzy uncertainty. After introducing one specific PF mathematical framework, several PF models and PF systems are presented. We also

present some applications.
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EXACT AND APPROXIMATE INFERENCE IN BAYESIAN NETWORKS

This lecture consists of two parts. The first part will be an introduction into Bayesian networks. What are they for? What makes them special? It will end with a description of exact inference: computing the probability on some variables of interest given evidence on others. The second part will be more specialized. Techniques for approximate inference, needed when exact inference becomes intractable., will be discussed. The focus will lie on two techniques that have become increasingly popular: loopy belief propagation and expectation

propagation.
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MODELING BRAND CHOICE USING ENSEMBLE METHODS

A classical topic in marketing is modeling brand choice. This amounts to setting up a predictive model for a situation where a consumer or household, to purchase a specific product available in k brands, chooses

one of these brands, given a number of household characteristics (such as income), product factors (such as price) and situational factors (such as whether or not the product is on display at purchase time). In

the past, numerous different models have been proposed for brand choice problems. The most well known are the conditional and multinomial logit models. During the last decade, methods from computational intelligence such as neural networks have been proposed as an alternative to these classical models. Another line of research which became very popular during the last decade both in the statistics and in the computational intelligence community, is the use of ensemble methods such as boosting,

bagging and stacking. These methods work by building not one model for a particular problem, but a whole series (ensemble) of models. These models are subsequently combined to give the final model that is to be

worked with. The main advantage of these ensemble techniques is the sometimes spectacular increase in predictive performance that can be achieved. In this lecture we will explain some of these ensemble methods

(especially boosting and stacking) and use them by combining the results of a series of neural networks and decision trees for a specific brand choice problem. All methods explained in the chapter will be

demonstrated on an existing set of scanner data which has been analysed in the marketing literature.
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FUZZY CLUSTERING FOR EXTRACTING RULES FROM DATA

Clustering techniques are unsupervised methods that can be used to organize data into groups based on similarities among the individual data items. The potential of clustering algorithms to reveal the

underlying structures in data can be exploited in a wide variety of applications, including classification, image processing, pattern recognition, modeling and identification. In this lecture we discuss fuzzy clustering algorithms and other associated methods to extract fuzzy if-then rules from data. Application examples and demonstrations from the domains of pattern recognition and nonlinear data-driven modeling will be given.
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LEARNING BAYESIAN NETWORK PARAMETERS WITH PRIOR KNOWLEDGE OF QUALITATIVE INFLUENCES 
For the construction of a Bayesian network, often knowledge is acquired from experts 
in its domain of application.  Experience shows that domain experts can quite  easily and reliably specify the qualitative structure of the network,  but have more problems in coming up with the probabilities for its numerical part.  If data from every-day problem solving in the domain is available, therefore, one would like to use these data for estimating the required probabilities.  In many cases, unfortunately, the available data 
sample is quite small, which may give rise to inaccurate estimates. The inaccuracies involved may in turn lead to a reasoning behaviour of the resulting network that runs counter to the qualitative knowledge of the 
experts in the domain. 
We argue that expert knowledge about the qualitative influences between the variables in a Bayesian network can be used to improve the probability estimates obtained from small data samples. We show that the problem of learning probabilities under the order constraints that result from such influences, is a special 
case of isotonic regression. Building upon this property, we present an estimator that is guaranteerd to produce estimates that satisfy the order constraints that have been specified by the experts. The resulting network as a consequence is less likely to exhibit counterintuitive reasoning behaviour and is more likely to be accepted than a network with unconstrained estimates. 
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INTRODUCTION TO *MODERN* MINIMUM DESCRIPTION LENGTH METHODS 

The Minimum Description Length (MDL) Principle is an information-theoretic method for statistical inference, in particular model selection. In recent years, particularly since 1995, researchers have made significant theoretical advances concerning MDL. In this talk we aim to present these results and their applications to a wider audience. In its modern guise, MDL is based on the concept of a `universal model'. We explain this concept at length. We show that previous versions of MDL (based on so-called two-part codes), Bayesian model selection and predictive validation (a form of cross-validation) can all be interpreted as approximations to model selection based on `universal models'. Modern MDL prescribes the use of a certain `optimal' universal model, the so-called `normalized maximum likelihood model'. It leads to a penalization of `complex' models that can be given an intuitive geometric  interpretation. Roughly speaking, the complexity of a parametric model is directly related to the number of distinguishable probability distributions that it contains. 

Peter Grunwald works in the algorithms and complexity group of the CWI in Amsterdam. He is also affiliated with the statistical information and modeling group at EURANDOM (European research institute for probability theory and statistics) in Eindhoven, the Netherlands. He is given invited talks and tutorials on MDL at numerous institutes and at the 2003 Tubingen machine learning summer school. 
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DISCOVERY OF REGULATORY CONNECTIONS IN MICROARRAY DATA 
(M. Egmont-Petersen, W. de Jonge, A. Siebes) 

In the nineties, experimental techniques were developed that allow us to monitor the expression of multiple genes in parallel, the most widely used technique nowadays being microarrays. The microarrays used in our studies are small glass slides, containing thousands of small spots, specifically  reacting to separate genes. In a basic experimental setup, two conditions are applied to a population of cells, after which the cells are analysed via a complex procedure. The end result is a pair of signals, read out from the microarray, corresponding to the expression of a particular gene between two steady states, defined by given conditions. 

We introduce a new approach for mining regulatory interactions between genes in microarray time series studies. A number of preprocessing steps transform the original continuous measurements into a discrete 
representation that captures salient regulatory events in the time series.  The discrete representation is used to discover interactions between the genes. In particular, we introduce a new across-model sampling scheme for performing Markov Chain Monte Carlo sampling of probabilistic network  classifiers. The results obtained from the microarray data are promising. Our approach can detect interactions caused both by co-regulation and by control-regulation. 
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Similarity in Data Mining 
Similarity plays an important, but often hidden, role in data mining. Or, more generally, it plays such a role in 
most cases where one deals with massive amounts of data. 
In this talk I will argue the importance of choosing the right similarity measure by discussing the role of similarity in well-known and, perhaps, not so well-known algorithms. 

